19UCI816- ARTIFICIAL INTELLIGENCE AND ROBOTICS
UNIT 1

Artificial Intelligence is a method of making a computer, a computer-controlled robot, or a software think intelligently like the human mind. AI is accomplished by studying the patterns of the human brain and by analyzing the cognitive process. The outcome of these studies develops intelligent software and systems.
Artificial intelligence allows machines to understand and achieve specific goals. AI includes machine learning via deep learning. The former refers to machines automatically learning from existing data without being assisted by human beings. Deep learning allows the machine to absorb huge amounts of unstructured data such as text, images, and audio.

History of Artificial Intelligence

Artificial Intelligence is not a new word and not a new technology for researchers. This technology is much older than you would imagine. Even there are the myths of Mechanical men in Ancient Greek and Egyptian Myths. Following are some milestones in the history of AI which defines the journey from the AI generation to till date development.
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The birth of Artificial Intelligence (1952-1956)

· Year 1955: An Allen Newell and Herbert A. Simon created the "first artificial intelligence program"Which was named as "Logic Theorist". This program had proved 38 of 52 Mathematics theorems, and find new and more elegant proofs for some theorems.

· Year 1956: The word "Artificial Intelligence" first adopted by American Computer scientist John McCarthy at the Dartmouth Conference. For the first time, AI coined as an academic field.

At that time high-level computer languages such as FORTRAN, LISP, or COBOL were invented. And the enthusiasm for AI was very high at that time.

The golden years-Early enthusiasm (1956-1974)

· Year 1966: The researchers emphasized developing algorithms which can solve mathematical problems. Joseph Weizenbaum created the first chatbot in 1966, which was named as ELIZA.

· Year 1972: The first intelligent humanoid robot was built in Japan which was named as WABOT-1.

The first AI winter (1974-1980)

· The duration between years 1974 to 1980 was the first AI winter duration. AI winter refers to the time period where computer scientist dealt with a severe shortage of funding from government for AI researches.

· During AI winters, an interest of publicity on artificial intelligence was decreased.

A boom of AI (1980-1987)

· Year 1980: After AI winter duration, AI came back with "Expert System". Expert systems were programmed that emulate the decision-making ability of a human expert.

· In the Year 1980, the first national conference of the American Association of Artificial Intelligence was held at Stanford University.

The second AI winter (1987-1993)

· The duration between the years 1987 to 1993 was the second AI Winter duration.

· Again Investors and government stopped in funding for AI research as due to high cost but not efficient result. The expert system such as XCON was very cost effective.

The emergence of intelligent agents (1993-2011)

· Year 1997: In the year 1997, IBM Deep Blue beats world chess champion, Gary Kasparov, and became the first computer to beat a world chess champion.

· Year 2002: for the first time, AI entered the home in the form of Roomba, a vacuum cleaner.

· Year 2006: AI came in the Business world till the year 2006. Companies like Facebook, Twitter, and Netflix also started using AI.

Deep learning, big data and artificial general intelligence (2011-present)

· Year 2011: In the year 2011, IBM's Watson won jeopardy, a quiz show, where it had to solve the complex questions as well as riddles. Watson had proved that it could understand natural language and can solve tricky questions quickly.

· Year 2012: Google has launched an Android app feature "Google now", which was able to provide information to the user as a prediction.

· Year 2014: In the year 2014, Chatbot "Eugene Goostman" won a competition in the infamous "Turing test."

· Year 2018: The "Project Debater" from IBM debated on complex topics with two master debaters and also performed extremely well.

· Google has demonstrated an AI program "Duplex" which was a virtual assistant and which had taken hairdresser appointment on call, and lady on other side didn't notice that she was talking with the machine.

Now AI has developed to a remarkable level. The concept of Deep learning, big data, and data science are now trending like a boom. Nowadays companies like Google, Facebook, IBM, and Amazon are working with AI and creating amazing devices. The future of Artificial Intelligence is inspiring and will come with high intelligence.
 Acting humanly
The first proposal for success in building a program and acts humanly was the Turing Test. To be considered intelligent a program must be able to act sufficiently like a human to fool an interrogator. A human interrogates the program and another human via a terminal simultaneously. If after a reasonable period, the interrogator cannot tell which is which, the program passes.
To pass this test requires:

· natural language processing

· knowledge representation

· automated reasoning

· machine learning

This test avoids physical contact and concentrates on "higher level" mental faculties. A total Turing test would require the program to also do:
· computer vision

· robotics

Thinking Humanly
This requires "getting inside" of the human mind to see how it works and then comparing our computer programs to this. This is what cognitive science attempts to do. Another way to do this is to observe a human problem solving and argue that one's programs go about problem solving in a similar way.
Example: GPS (General Problem Solver) was an early computer program that attempted to model human thinking. The developers were not so much interested in whether or not GPS solved problems correctly. They were more interested in showing that it solved problems like people, going through the same steps and taking around the same amount of time to perform those steps.

Thinking Rationally
Aristotle was one of the first to attempt to codify "thinking". His syllogisms provided patterns of argument structure that always gave correct conclusions, giving correct premises.
Example: All computers use energy. Using energy always generates heat. Therefore, all computers generate heat.

This initiate the field of logic. Formal logic was developed in the late nineteenth century. This was the first step toward enabling computer programs to reason logically.

By 1965, programs existed that could, given enough time and memory, take a description of the problem in logical notation and find the solution, if one existed. The logicist tradition in AI hopes to build on such programs to create intelligence.

There are two main obstacles to this approach: First, it is difficult to make informal knowledge precise enough to use the logicist approach particularly when there is uncertainty in the knowledge. Second, there is a big difference between being able to solve a problem in principle and doing so in practice.

Acting Rationally: The rational agent approach
Acting rationally means acting so as to achieve one's goals, given one's beliefs. An agent is just something that perceives and acts.
In the logical approach to AI, the emphasis is on correct inferences. This is often part of being a rational agent because one way to act rationally is to reason logically and then act on ones conclusions. But this is not all of rationality because agents often find themselves in situations where there is no provably correct thing to do, yet they must do something.

There are also ways to act rationally that do not seem to involve inference, e.g., reflex actions.

The study of AI as rational agent design has two advantages:

1. It is more general than the logical approach because correct inference is only a useful mechanism for achieving rationality, not a necessary one.

2. It is more amenable to scientific development than approaches based on human behaviour or human thought because a standard of rationality can be defined independent of humans.

Achieving perfect rationality in complex environments is not possible because the computational demands are too high. However, we will study perfect rationality as a starting place.
cognitive modeling
Cognitive modelling is an area of computer science that deals with simulating human problem-solving and mental processing in a computerized model. Such a model can be used to simulate or predict human behaviour or performance on tasks similar to the ones modelled and improve human-computer interaction

Cognitive modelling is used in numerous artificial intelligence (AI) applications, such as expert systems, natural language processing, neural networks, and in robotics and virtual reality applications. Cognitive models are also used to improve products in manufacturing segments, such as human factors, engineering, and computer game and user interface design.
An advanced application of cognitive modelling is the creation of cognitive machines, which are AI programs that approximate some areas of human cognition. One of the goals of Sandia's project is to make human-computer interaction more like an interaction between two humans.

Types of cognitive models

Some highly sophisticated programs model specific intellectual processes. Techniques such as discrepancy detection are used to improve these complex models.

Discrepancy detection systems signal when there is a difference between an individual's actual state or behavior and the expected state or behavior as per the cognitive model. That information is then used to increase the complexity of the model.
Another type of cognitive model is the neural network. This model was first hypothesized in the 1940s, but it has only recently become practical thanks to advancements in data processing and the accumulation of large amounts of data to train algorithms.
Neural networks work similarly to the human brain by running training data through a large number of computational nodes, called artificial neurons, which pass information back and forth between each other. By accumulating information in this distributed way, applications can make predictions about future inputs.
Reinforcement learning is an increasingly prominent area of cognitive modeling. This approach has algorithms run through many iterations of a task that takes multiple steps, incentivizing actions that eventually produce positive outcomes, while penalizing actions that lead to negative ones. This is a primary part of the AI algorithm that Google's DeepMind used for its AlphaGo application, which bested the top human Go players in 2016
These models, which can also be used in natural language processing and smart assistant applications, have improved human-computer interaction, making it possible for machines to have rudimentary conversations with humans.
Agents in Artificial Intelligence
An AI system can be defined as the study of the rational agent and its environment. The agents sense the environment through sensors and act on their environment through actuators. An AI agent can have mental properties such as knowledge, belief, intention, etc.

What is an Agent?

An agent can be anything that perceive its environment through sensors and act upon that environment through actuators. An Agent runs in the cycle of perceiving, thinking, and acting. An agent can be:

· Human-Agent: A human agent has eyes, ears, and other organs which work for sensors and hand, legs, vocal tract work for actuators.

· Robotic Agent: A robotic agent can have cameras, infrared range finder, NLP for sensors and various motors for actuators.

· Software Agent: Software agent can have keystrokes, file contents as sensory input and act on those inputs and display output on the screen.

Sensor: Sensor is a device which detects the change in the environment and sends the information to other electronic devices. An agent observes its environment through sensors.

Actuators: Actuators are the component of machines that converts energy into motion. The actuators are only responsible for moving and controlling a system. An actuator can be an electric motor, gears, rails, etc.

Effectors: Effectors are the devices which affect the environment. Effectors can be legs, wheels, arms, fingers, wings, fins, and display screen.
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Intelligent Agents:

An intelligent agent is an autonomous entity which acts upon an environment using sensors and actuators for achieving goals. An intelligent agent may learn from the environment to achieve their goals. A thermostat is an example of an intelligent agent.

Following are the main four rules for an AI agent:

· Rule 1: An AI agent must have the ability to perceive the environment.

· Rule 2: The observation must be used to make decisions.

· Rule 3: Decision should result in an action.

· Rule 4: The action taken by an AI agent must be a rational action.

Rational Agent:

A rational agent is an agent which has clear preference, models uncertainty, and acts in a way to maximize its performance measure with all possible actions.

A rational agent is said to perform the right things. AI is about creating rational agents to use for game theory and decision theory for various real-world scenarios.

For an AI agent, the rational action is most important because in AI reinforcement learning algorithm, for each best possible action, agent gets the positive reward and for each wrong action, an agent gets a negative reward.
Structure of an AI Agent
The task of AI is to design an agent program which implements the agent function. The structure of an intelligent agent is a combination of architecture and agent program. It can be viewed as:

Agent = Architecture + Agent program  
Following are the main three terms involved in the structure of an AI agent:
Architecture: Architecture is machinery that an AI agent executes on.
Agent Function: Agent function is used to map a percept to an action.

Example of Agents with their PEAS representation
	Agent
	Performance measure
	Environment
	Actuators
	Sensors

	1. Medical Diagnose
	· Healthy patient

· Minimized cost
	· Patient

· Hospital

· Staff
	· Tests

· Treatments
	Keyboard
(Entry of symptoms)

	2. Vacuum Cleaner
	· Cleanness

· Efficiency

· Battery life

· Security
	· Room

· Table

· Wood floor

· Carpet

· Various obstacles
	· Wheels

· Brushes

· Vacuum Extractor
	· Camera

· Dirt detection sensor

· Cliff sensor

· Bump Sensor

· Infrared Wall Sensor

	3. Part -picking Robot
	· Percentage of parts in correct bins.
	· Conveyor belt with parts,

· Bins
	· Jointed Arms

· Hand
	· Camera

· Joint angle sensors.


Problem Solving in Artificial Intelligence

The reflex agent of AI directly maps states into action. Whenever these agents fail to operate in an environment where the state of mapping is too large and not easily performed by the agent, then the stated problem dissolves and sent to a problem-solving domain which breaks the large stored problem into the smaller storage area and resolves one by one. The final integrated action will be the desired outcomes.

On the basis of the problem and their working domain, different types of problem-solving agent defined and use at an atomic level without any internal state visible with a problem-solving algorithm. The problem-solving agent performs precisely by defining problems and several solutions. So we can say that problem solving is a part of artificial intelligence that encompasses a number of techniques such as a tree, B-tree, heuristic algorithms to solve a problem.  

We can also say that a problem-solving agent is a result-driven agent and always focuses on satisfying the goals.

Steps problem-solving in AI: The problem of AI is directly associated with the nature of humans and their activities. So we need a number of finite steps to solve a problem which makes human easy works.

These are the following steps which require solving a problem:
· Goal Formulation: This one is the first and simple step in problem-solving. It organizes finite steps to formulate target/goals which require some action to achieve the goal. Today the formulation of the goal is based on AI agents.

· Problem formulation: It is one of the core steps of problem-solving which decides what action should be taken to achieve the formulated goal. In AI this core part is dependent upon software agent which consisted of the following components to formulate the associated problem.

Components to formulate the associated problem: 

· Initial State: This state requires an initial state for the problem which starts the AI agent towards a specified goal. In this state new methods also initialize problem domain solving by a specific class.

· Action: This stage of problem formulation works with function with a specific class taken from the initial state and all possible actions done in this stage.

· Transition: This stage of problem formulation integrates the actual action done by the previous action stage and collects the final stage to forward it to their next stage.

· Goal test: This stage determines that the specified goal achieved by the integrated transition model or not, whenever the goal achieves stop the action and forward into the next stage to determines the cost to achieve the goal.  

· Path costing: This component of problem-solving numerical assigned what will be the cost to achieve the goal. It requires all hardware software and human working cost.

Types of search algorithms: 

There are for too many powerful search algorithms out there to fit in a single article. Instead, this article will discuss six of the fundamental search algorithms, divided into two categories, as shown below. 
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Uninformed Search Algorithms: 

The search algorithms in this section have no additional information on the goal node other than the one provided in the problem definition. The plans to reach the goal state from the start state differ only by the order and/or length of actions. Uninformed search is also called Blind search. These algorithms can only generate the successors and differentiate between the goal state and non goal state. 

The following uninformed search algorithms are discussed in this section.

1. Depth First Search

2. Breadth First Search

3. Uniform Cost Search

Each of these algorithms will have: 

· A problem graph, containing the start node S and the goal node G.

· A strategy, describing the manner in which the graph will be traversed to get to G.

· A fringe, which is a data structure used to store all the possible states (nodes) that you can go from the current states.

· A tree, that results while traversing to the goal node.

· A solution plan, which the sequence of nodes from S to G.

Depth First Search:

Depth-first search (DFS) is an algorithm for traversing or searching tree or graph data structures. The algorithm starts at the root node (selecting some arbitrary node as the root node in the case of a graph) and explores as far as possible along each branch before backtracking. It uses last in- first-out strategy and hence it is implemented using a stack.

Example: 
Question. Which solution would DFS find to move from node S to node G if run on the graph below? 
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Solution. The equivalent search tree for the above graph is as follows. As DFS traverses the tree “deepest node first”, it would always pick the deeper branch until it reaches the solution (or it runs out of nodes, and goes to the next branch). The traversal is shown in blue arrows. 
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Path:   S -> A -> B -> C -> G 

Breadth-first search (BFS) is an algorithm for traversing or searching tree or graph data structures. It starts at the tree root (or some arbitrary node of a graph, sometimes referred to as a ‘search key’), and explores all of the neighbor nodes at the present depth prior to moving on to the nodes at the next depth level. It is implemented using a queue.

Example: 
Question. Which solution would BFS find to move from node S to node G if run on the graph below? 
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Solution. The equivalent search tree for the above graph is as follows. As BFS traverses the tree “shallowest node first”, it would always pick the shallower branch until it reaches the solution (or it runs out of nodes, and goes to the next branch). The traversal is shown in blue arrows. 
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Path: S -> D -> G 

Informed Searching Algorithms

Informed search algorithms contain information about the goal state. This will help in more efficient searching. It contains an array of knowledge about how close is the goal state to the present state, path cost, how to reach the goal, etc. Informed search algorithms are useful in large databases where uninformed search algorithms can’t make an accurate result.  Informed search algorithms are also called heuristic search since it uses the idea of heuristics.
The heuristic function is a function used to measure the closeness of the current state to the goal state and heuristic properties are used to find out the best possible path to reach the goal state concerning the path cost.
Consider an example of searching a place you want to visit on Google maps. The current location and the destination place are given to the search algorithm for calculating the accurate distance, time taken, and real-time traffic updates on that particular route. This is executed using informed search algorithms.  
Informed Search Algorithms: 

Here, the algorithms have information on the goal state, which helps in more efficient searching. This information is obtained by something called a heuristic. 
In this section, we will discuss the following search algorithms. 

1. Greedy Search

2. A* Tree Search

3. A* Graph Search

Search Heuristics: In an informed search, a heuristic is a function that estimates how close a state is to the goal state. For example – Manhattan distance, Euclidean distance, etc. (Lesser the distance, closer the goal.) Different heuristics are used in different informed algorithms discussed below. 

Greedy Search:

In greedy search, we expand the node closest to the goal node. The “closeness” is estimated by a heuristic h(x). 

Heuristic: A heuristic h is defined as- 
h(x) = Estimate of distance of node x from the goal node. 
Lower the value of h(x), closer is the node from the goal. 

Strategy: Expand the node closest to the goal state, i.e. expand the node with a lower h value. 

Example: 
Question. Find the path from S to G using greedy search. The heuristic values h of each node below the name of the node. 
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Solution. Starting from S, we can traverse to A(h=9) or D(h=5). We choose D, as it has the lower heuristic cost. Now from D, we can move to B(h=4) or E(h=3). We choose E with a lower heuristic cost. Finally, from E, we go to G(h=0). This entire traversal is shown in the search tree below, in blue. 
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Path:   S -> D -> E -> G 

Advantage: Works well with informed search problems, with fewer steps to reach a goal. 
Disadvantage: Can turn into unguided DFS in the worst case. 
 

A* Tree Search:

A* Tree Search, or simply known as A* Search, combines the strengths of uniform-cost search and greedy search. In this search, the heuristic is the summation of the cost in UCS, denoted by g(x), and the cost in the greedy search, denoted by h(x). The summed cost is denoted by f(x). 

Heuristic: The following points should be noted wrt heuristics in A* search. [image: image10]
· Here, h(x) is called the forward cost and is an estimate of the distance of the current node from the goal node.

· And, g(x) is called the backward cost and is the cumulative cost of a node from the root node.

· A* search is optimal only when for all nodes, the forward cost for a node h(x) underestimates the actual cost h*(x) to reach the goal. This property of A* heuristic is called admissibility. 

Admissibility:   [image: image11]
Strategy: Choose the node with the lowest f(x) value. 

Example: 

Question. Find the path to reach from S to G using A* search. 
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Solution. Starting from S, the algorithm computes g(x) + h(x) for all nodes in the fringe at each step, choosing the node with the lowest sum. The entire work is shown in the table below. 

Note that in the fourth set of iterations, we get two paths with equal summed cost f(x), so we expand them both in the next set. The path with a lower cost on further expansion is the chosen path. 

First-Order Logic in Artificial intelligence
· First-order logic is another way of knowledge representation in artificial intelligence. It is an extension to propositional logic.

· FOL is sufficiently expressive to represent the natural language statements in a concise way.

· First-order logic is also known as Predicate logic or First-order predicate logic. First-order logic is a powerful language that develops information about the objects in a more easy way and can also express the relationship between those objects.

· First-order logic (like natural language) does not only assume that the world contains facts like propositional logic but also assumes the following things in the world:
· Objects: A, B, people, numbers, colors, wars, theories, squares, pits, wumpus, 

· Relations: It can be unary relation such as: red, round, is adjacent, or n-any relation such as: the sister of, brother of, has color, comes between

· Function: Father of, best friend, third inning of, end of, ......

· As a natural language, first-order logic also has two main parts:

Syntax
Semantics
Syntax of First-Order logic:

The syntax of FOL determines which collection of symbols is a logical expression in first-order logic. The basic syntactic elements of first-order logic are symbols. We write statements in short-hand notation in FOL.

	Constant
	1, 2, A, John, Mumbai, cat,....

	Variables
	x, y, z, a, b,....

	Predicates
	Brother, Father, >,....

	Function
	sqrt, LeftLegOf, ....

	Connectives
	∧, ∨, ¬, ⇒, ⇔

	Equality
	==

	Quantifier
	∀, ∃


Atomic sentences:

· Atomic sentences are the most basic sentences of first-order logic. These sentences are formed from a predicate symbol followed by a parenthesis with a sequence of terms.

· We can represent atomic sentences as Predicate (term1, term2, ......, term n).

Example: Ravi and Ajay are brothers: => Brothers(Ravi, Ajay).
                Chinky is a cat: => cat (Chinky).

Complex Sentences:
· Complex sentences are made by combining atomic sentences using connectives.

First-order logic statements can be divided into two parts:
· Subject: Subject is the main part of the statement.

· Predicate: A predicate can be defined as a relation, which binds two atoms together in a statement.

Consider the statement: "x is an integer.", it consists of two parts, the first part x is the subject of the statement and second part "is an integer," is known as a predicate.

[image: image13.png]LYJ

Subject Predicate




